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ABSTRACT

We present the outline of our deep architecture for supervised de-
tection of strongly- labelled whale calls. Our architecture is based
on three parallel Swin transformers [1],that process the input au-
dio on multiple time scales. The input audio is windowed into ap-
prox. 16 second long normalized chunks, which are processed by
the learnable frontend for audio classification - LEAF [2] to obtain
a time-frequency representation. Three different representations are
calculated, using the same number of frequency channels but differ-
ent window sizes. Each is processed by a different three-layer Swin
transformer (using 4x4 patch sizes with 2x2 stride to obtain initial
input patch tokens, and with patch merging between layers [3]).
Output feature maps with different time resolutions are upscaled to
the same time resolution and fused with a downscaling convolution
in feature space. The final feature map is upscaled in time to the
original time resolution, followed by the fully-connected classifica-
tion layer. Trained on the provided training set and evaluated on the
validation set, the architecture yields a micro-F1 score of 0.58 and a
macro-F1 score of 0.64. To obtain the output for the task, the input
context window is shifted by 0.5 seconds along the time axis and
the outputs of the model are averaged for the same time instances.
Two versions of the model’s output are submitted - one using the
softmax activation in the output layer (multi-class ), and another us-
ing the sigmoid activation (multi-label) - the latter should result in
greater recall with lower precision than the former.
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